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Brief Review of Statistical Hypothesis Testing

Competing Forecast Verification Setting

• Want to know if model A is better than model B.
• Assume neither is better than the other (null hypothesis, denoted ℋ ).
• Calculate a test statistic (e.g., RMSE, MAE, etc.).
• Determine how likely it is to observe a test statistic as extreme as the one observed above 

(typically using assumptions like independence and identically distributed data, normality, etc.).
• Is it likely that model A is the same as model B based on the test statistic?

– Yes!  Fail to reject ℋ
– No.  Reject ℋ

• We could be wrong in two ways (uncertainty):
– Type I error: Reject ℋ when it is actually true (think convicting someone of murder when 

they didn’t really do it!)
• The size of a test is the probability of a type I error.

– Type II error: Fail to reject ℋ when it is not true (the murderer goes free)
• The power of a test is the probability of detecting a true effect.

• A statistical test is only one piece of evidence!
• Cassie Kozyrkov has some very nice videos online that explain these concepts very well (e.g., 

using puppies).  Just do a web search for her name and something like p-values.
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2022 Denver Broncos
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Score Error AE SE

16-17 -1 1 1

16-9 3 3 9

11-10 1 1 1

23-32 -9 9 81

9-12 -3 3 9

16-19 -3 3 9

9-16 -7 7 49

21-17 4 4 16

10-17 -7 7 49

16-22 -6 6 36

10-23 -13 13 169

9-10 -1 1 1

28-34 -6 6 36

24-15 9 9 81

14-51 -37 37 1,369

24-27 -3 3 9

Mean -4.6875 7.3125 11.08208Record to date: 4 - 12

Loss functions

Root mean-
square error 
(RMSE)



Power-divergence Statistic

Modeling discrete multivariate data
• Model A is better than model B or model B is better (

categories) according to some loss function
• Let be the random variable where if model A is better, then 

and if not, .
• Then , where is the probability that , so is 

the probability that .
• Want to test meaning that model A and model B have the 

same frequency of being better than the other (i.e., neither model is 
better).

• More generally, the test is , where for our setting.
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Power-divergence Statistic

where for our setting:

•
• is the estimate of from the data
• is the vector of test parameters
• is a user-chosen value that yields different test statistics, but…
• asymptotically, they are all the same!
• Under certain assumptions that are not likely to be met with 

atmospheric data, 
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Power-divergence Statistic

Gilleland, E. Testing the frequency of better, 11 January 2023, Denver, CO 
Gilleland, E. et al. Testing the frequency of better, 11 January 2023, Denver, CO 

Statistic Name 𝝀 Definition Notes

Neyman Modified 𝑋 𝜆 = −2
𝑁 =

�̂� − 𝑞

�̂�

Neyman (1949)

Kullback-Leibler 𝜆 = −1
𝐾𝐿 = 2 𝑞 log

𝑞

�̂�

Kullback and Leibler (1951)

Freeman-Tukey
𝜆 = −

1

2 𝐹 = 4 �̂� − 𝑞
Freeman and Tukey (1950)

Loglikelihood-ratio 𝜆 = 0
𝐺 = 2 �̂� log

�̂�

𝑞

Optimal for testing against certain 
nonlocal alternatives with some near-
zero probabilities.  Neyman (1949)

Cressie-Read
𝜆 =

2

3 𝐶𝑅 =
9

5
�̂�

�̂�

𝑞

/

− 1
A good choice when there is no 
knowledge of possible alternative 
models for both small and large sample 
sizes.  Cressie and Read (1984)

Pearson’s 𝑋 𝜆 = 1
𝑋 =

�̂� − 𝑞

𝑞

Optimal for the equiprobable hypothesis 
against certain local alternatives in large 
sparse tables.  Pearson (1900)

Above table is taken from Table 1 in Gilleland et al., (submitted). And is a summary of some information taken from: Read and 
Cressie (1988). 



Power-divergence Statistic
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Empirical Size 
testing (using 5%) 
with simulations as 
in Hering and 
Genton (2011)



Power-divergence Statistic
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Empirical Power 
testing (using 5%) 
with simulations as 
in Hering and 
Genton (2011)



Test Cases: Turbulence
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Two versions of 6-h turbulence 
forecasts called the Graphical 
Turbulence Guidance (GTG) 
algorithm for eddy dissipation rate 
(EDR, m / s  , Sharman and 
Pearson 2017; Muñoz-Esparza and 
Sharman 2018; Muñoz-Esparza et 
al. 2020).

These turbulence forecasts use v. 3 
of the High-Resolution Rapid 
Refresh (HRRR, Dowell et al. 2022; 
James et al. 2022) as the input NWP 
information for the 1 June 2018 to 
30 September 2019 period.

Competing versions are: simple 
regression (HGTG, Sharman and 
Pearson 2017) and a machine-
learning model based on regression 
trees (ML GTG, Muñoz-Esparza et 
al. 2020).



Test Cases: HRRR Temperature and Wind Speed
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12-h forecasts of 2-m temperature 
(deg. C) extracted from the surface 
application of the Model Analysis 
Tool Suite (MATS, Turner et al. 
2020).  Comparing HRRR v. 3 and 
v. 4.

Matched observations are used  with 
model forecast data from 1 August 
2019 to 1 December 2020 when v. 3 
of HRRR was operational at NCEP 
and v. 4 frozen as part of the 
evaluation phase.

Also looked at 10-m wind speed 
(m/s), which produces similar 
diagnostic plots as these, so not 
shown for brevity.



Test Cases: Turbulence
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𝝀 −𝟓 −𝟐 −𝟏 −𝟏/𝟐 𝟎 𝟏/𝟐 𝟐/𝟑 1 2 𝟓

ME

Power div. 0.34 0.34 0.34 0.34 0.34 0.34 0.34 0.34 0.34 0.34

p-value 0.56 0.56 0.56 0.56 0.56 0.56 0.56 0.56 0.56 0.56

𝝀 −𝟓 −𝟐 −𝟏 −𝟏/𝟐 𝟎 𝟏/𝟐 𝟐/𝟑 1 2 𝟓

ME

Power div. 11.99 11.45 11.34 11.30 11.27 11.25 11.25 11.24 11.24 11.44

p-value 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Moderate turbulence conditions: 0.1 m / s < EDR < 0.3m / s

Severe turbulence conditions: EDR > 0.3m / s , which is about 0.1% of the total sample.



Test Cases: HRRR Temperature and Wind Speed
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12-h forecasts of 2-m temperature (deg. C) 12-h forecasts of 10-m wind speed (m/s)

The Hering-Genton test
(Hering and Genton 2011) is
a t-test on the mean loss
differential where the
standard error is estimated in
a way that accounts for
temporal dependence, and 
the test is robust to 
contemporaneous correlation.  
It is a test on the intensity 
difference in error rather than 
the frequency of being better.



Test Cases: HRRR Temperature and Wind Speed
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Using 𝜆 = 2/3, ℋ is 
rejected at all time points.

For large negative 𝜆 the 
test fails to reject ℋ , 
where all of the choices 
of 𝜆 above −1, the test 
rejects ℋ .

Results based on a 5%-
level test, but p-values 
estimated to be zero.

For all choices of 𝜆
applied previously, the 
power-divergence rejects 
ℋ at all times except at 
9 and 12 UTC

(deg. C)

(m/s)
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